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## Upper bounds

The best upper bounds on $r(n)$ are all proved using the Erdős-Szekeres method.

- $r(n) \leq\binom{ 2 n-2}{n-1}$ (Erdős-Szekeres '35).
- $r(n) \leq n^{-\frac{c \log n}{\log \log n}} \cdot 2^{2 n}$ (Conlon '09).
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$$
2^{n / 2} \leq \frac{r(n)}{2} \leq \tilde{r}(n) \leq \min \left\{2^{2 n},\binom{r(n)}{2}\right\} .
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Theorem (Conlon '09)
There exists $0<c<1$ such that for infinitely many $n$,

$$
\tilde{r}(n) \leq c^{n}\binom{r(n)}{2}
$$
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## Main result

Theorem (Conlon, Fox, Grinshpun, H. '19)

$$
\tilde{r}(n) \geq 2^{(2-\sqrt{2}) n-O(1)} \approx 2^{0.586 n}
$$

Main Ideas

- Random painter.
- Method of conditional expectation.
- Restrict to sets with large matchings.
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- Thus, if $\mathbb{E}[w(N)]<\frac{1}{2}$, then with positive probability Builder has not found a monochromatic $K_{n}$ in $N$ moves.
- Since $w$ is a martingale,

$$
\mathbb{E}[w(N)]=w(0) \leq(2 N)^{n} \cdot\left(\frac{1}{2}\right)^{\binom{n}{2}}
$$

- This proves that $\tilde{r}(n) \geq 2^{n / 2}$.
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Sets with large matchings

- It is possible to show by induction on $k, N$, and $n$ that

$$
\mathbb{E}\left[w_{k}(N)\right] \leq(2 N)^{n-k}\left(\frac{1}{2}\right)^{\binom{n}{2}-k(k-1)} .
$$

- This implies that for any $k \leq n / 2$,

$$
\tilde{r}(n) \geq 2^{\frac{\binom{n}{2}-k(k-1)}{n-k}-O(1)} .
$$

- Optimizing $k=\left(1-\frac{1}{\sqrt{2}}\right) n$ completes the proof that

$$
\tilde{r}(n) \geq 2^{(2-\sqrt{2}) n-O(1)}
$$
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Theorem (Feige, Gamarnik, Neeman, Rácz, Tetali '18)
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Theorem (Conlon, Fox, Grinshpun, H. '19)
As $p \rightarrow 0^{+}$,
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Proof of lower bound.
Define $t(H, p, N)$ to be the maximum expected number of copies of $H$ that can be bound in $N$ moves. Recursively bound $t\left(K_{4}, p, N\right)$ in terms of its subgraphs. To build one copy of $K_{4}$, one must build $p^{-1}$ copies of $K_{4} \backslash e$.
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Theorem (Conlon, Fox, Grinshpun, H. '19)
As $n \rightarrow \infty$,

$$
\Omega\left(\frac{n^{3}}{(\log n)^{2}}\right) \leq \tilde{r}(3, n) \leq O\left(n^{3}\right)
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Theorem (Conlon, Fox, Grinshpun, H. '19)
For any $m \geq 3$, as $n \rightarrow \infty$,

$$
n^{(2-\sqrt{2}) m-O(1)} \leq \tilde{r}(m, n) \leq O_{m}\left(\frac{n^{m}}{(\log n)^{\lfloor m / 2\rfloor-1}}\right)
$$
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## Open problems

Conjecture
For any fixed $n$, as $p \rightarrow 0^{+}$,

$$
f\left(K_{n}, p\right)=p^{-\frac{2}{3} n+O(1)}
$$

(This would imply $\tilde{r}(n) \geq 2^{\frac{2}{3} n-O(1)}$ and $\tilde{r}(m, n) \geq n^{(1-o(1)) \frac{2}{3} m}$.)
Conjecture
For every $d \geq 2$, there exists a d-degenerate graph $H$ for which

$$
f(H, p)=\Theta\left(p^{-d}\right)
$$

as $p \rightarrow 0^{+}$.

